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The inviscid instability of O(ε) two-dimensional free-surface gravity waves propagat-
ing along an O(1) parallel shear flow is considered. The modes of instability involve
spanwise-periodic longitudinal vortices resembling oceanic Langmuir circulation.
Here, not only are wave-induced mean effects important but also wave modulation,
caused by velocity anomalies which develop in the streamwise direction. The former
are described by a generalized Lagrangian-mean formulation and the latter by a
modified Rayleigh equation. Since both effects are essential, the instability may be
called ‘generalized’ Craik–Leibovich (CLg). Of specific interest is whether spanwise
distortion of the wave field, both at the free surface and in the interior, acts to
enhance or inhibit instability to longitudinal vortices. Also of interest is whether the
instability gives rise to a preferred spacing for the vortices and whether that spacing
concurs well or poorly with experiment. The layer depth is varied from much less
than the e-folding depth of the O(ε) wave motion to infinity. Relative to an identical
shear flow with rigid though wavy top boundary, it is found, inter alia, that wave
modulation acts in concert with the free surface, at some wavenumbers, to increase
the maximum growth rate of the instability. Indeed, two preferred spanwise spacings
occur, one which gives rise to longitudinal vortices through a convective oscillatory
bifurcation and a second, at higher wavenumber and growth rate, through a stationary
bifurcation. The preferred spacings set by the stationary bifurcation concur well with
those observed in laboratory experiments, with the implication that the instability
acting in the experiments is very likely to be CLg.

1. Introduction
Mariners have long observed froth-marked rows on the ocean surface that more or

less align with the wind, but their cause remained in question until Langmuir (1938)
realized they are surface manifestations of counter-rotating rolls in the ocean beneath.
Now known as Langmuir circulation, or LC, their spacings range from millimetres to
several hundreds of metres and rule of thumb observations suggest they form in the
presence of surface waves tens of minutes after the onset of winds above 3 m s−1 often,
although not always, in conjunction with wave breaking. Of the suggested models
to explain LC, the most plausible have as their basis an inviscid instability arising
from the nonlinear interaction between surface gravity waves and wind-induced shear
flow, the prevailing theory being that of Craik & Leibovich (1976). This theory
assumes irrotational surface waves of slope ε � 1, which act through their Stokes
drift (an O(ε2) averaged quadratic nonlinearity) on an O(ε2) shear flow (see below
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for a physical description). Two instability mechanisms, denoted CL1 and CL2, arise
within this framework according to whether the Stokes drift or shear are cross-wind
dependent or independent.

CL2 is thought more relevant in the open ocean because it acts in a wave field
without special spatial structure. But in spite of its widespread acceptance (Thorpe
2004), and although it is known to capture some features of ocean LC (Phillips 2001b,
2002), evidence that LC are in fact excited by CL2 is at best circumstantial, and in
order to support or negate CL2’s relevance, attention turned to the laboratory. In this
vein Melville, Shear & Veron (1998) and Veron & Melville (2001) conducted a series
of careful experiments designed to excite LC in an environment as well controlled as
possible. Specifically, they conducted their experiment in a wind-wave tank sufficiently
long, wide and deep to minimize end effects; chose neutrally stratified conditions to
exclude internal waves and thermal effects; and restricted attention to an essentially
laminar environment to minimize the role of turbulence.

When the free surface of quiescent water in the experiments is subjected to an air
flow it first undergoes shear, after which wind waves form and ultimately LC. But
although the wave slope concurs with that in CL2-theory, effects of scale necessitate
that the shear (defined below) in the experiment be O(1), rather than the O(ε2)
level assumed in CL2, thereby excluding a one-to-one comparison. However such a
comparison is possible with Craik’s (1982) more general CLg-theory, which allows
for all levels of shear in the presence of O(ε) rotational waves.

Craik considers two-dimensional monochromatic straight-crested waves of phase
velocity C on, and parallel to, a unidirectional mean shear flow of characteristic
velocity V. Since orbital velocities in the wave field are characterized by εC,
the two velocity scales are related as V/C = O(εs), where s � 0. Furthermore, if
variables are rendered dimensionless with respect to C and L, where L is the
characteristic thickness of the shear layer, the level of shear is also O(εs). Craik
developed the theory for inviscid flow and considers s = 0, 1 and 2; Phillips (1998) later
extended the theory to account for viscous effects, arbitrary s � 0 and a spectrum of
waves.

Our intent here is to mimic the aforementioned laboratory experiments by studying
the instability to CLg of inviscid O(ε) two-dimensional free-surface gravity waves
propagating along an O(1) parallel shear flow. But before proceeding it is important
to realize that CLg and CL2 have fundamental differences, even though differential
drift (see below) and shear are mandatory to both. Specifically, while CLg is wave
catalysed, its relative CL2 is wave driven (McIntyre & Norton 1990). This means,
inter alia, that the magnitude of velocity perturbations associated with each instability
can differ significantly: indeed, while those in CL2 are uniformly bound by O(ε2),
their counterparts in CLg are determined by the magnitude of the pre-existing
vorticity in the initial state, namely O(εs). In consequence velocity perturbations
associated with CLg can be large enough to modulate the wave field. This means
that CLg-theory must allow not just for the effects of the waves on the mean
flow, but also the back effect of instability-induced velocity perturbations on the
waves.

Physically, differential drift causes vortex lines (which move with the fluid) to tilt
streamwise wherever the mean shear is laterally (i.e. cross-wind) distorted, giving rise
to a streamwise component of vorticity and ultimately vortices. This is so in both
CL2 and CLg. But while the drift remains cross-stream independent in CL2, wave
modulation renders it cross-stream dependent in CLg, thereby affecting the degree
to which vortex lines are tilted and the severity of the instability. The severity is
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further affected by boundary conditions which in turn determine where modulation
is a maximum. For example rigid wavy walls relegate the maximum to the interior
where it acts to diminish the instability, whereas the maximum occurs at the boundary
when the boundary is a free surface. This acts to enhance the instability, but only at
some wavenumbers; indeed it allows the instability to tune to a maximum at specific
wavenumbers, thereby introducing a preferred spacing for the modulation, streamwise
velocity perturbation and the Langmuir circulation.

Craik (1982) and Phillips (1998) employ Andrews & McIntyre’s (1978) generalized
Lagrangian mean (GLM) equations to formulate CLg-theory. Herein the Lagrangian
mean velocity is the sum of the Eulerian mean velocity and the generalized drift,
while wave–wave and wave–shear interactions are captured in two averaged quadratic
nonlinearities, the generalized drift and the pseudomomentum. Craik and Phillips use
the GLM equations because they are canonical as an avenue to elucidate structure
in wavy shear flows (see § 2), particularly when the waves are rotational. But the
GLM equations cannot in turn describe the back effect of flow anomalies on
the waves; to do so the Euler equation (E) must be employed without averaging
in a concurrent calculation. Of course in the absence of wave modulation and
with s = 2, the CLg-equations recover the CL-equations of Craik & Leibovich
(1976).

Studies of CLg in O(1) shear bounded by rigid wavy walls indicate that wave
modulation acts to diminish and in some instances thwart the instability (Phillips &
Wu 1994, henceforth referred to as PW). Comparisons with experiments by Gong,
Taylor & Dörnbrack (1996) further indicate that CLg is physically realizable (Phillips,
Wu & Lumley 1996). But unlike CL2, where instability is assured in a neutral wavy
disturbance only when differential drift and shear are of the same sense (for temporal
wavy disturbances see Phillips 2002, 2003), instability to CLg must satisfy the necessary
but not sufficient Craik–Phillips–Shen criterion (Craik 1982; Phillips & Shen 1996).
This criterion states that an O(1) shear flow bounded by rigid wavy walls is unstable
to CLg if, from the reference frame of the waves and in the direction of increasing
mean shear, the relative increase in mean velocity exceeds the relative increase in wave
amplitude; specifically (in terms of later defined variables), ϑdU/dz >Udϑ/dz where
ϑ = α|Φ|. But unclear is: (i) whether the Craik–Phillips–Shen criterion holds for O(1)
shear flows bounded by a free surface; and (ii) whether CLg can capture features
of Melville et al.’s and Veron & Melville’s experiments, specifically the cross-wind
spacing of the LC at onset.

Our intent is to address these questions. In order to do so we revisit the work
of PW, and in particular a case they study of O(1) shear beneath surface gravity
waves. However we shall not, as they did, restrict attention to a parameter range in
which wave modulation and velocity perturbations are inhibited at the free surface;
here both may occur. We find that such deformations act not only to enhance the
instability (relative to its rigid walled counterpart) but also introduce a preferred
spacing at which vortices form. This spacing concurs well with that observed by
Melville et al. and Veron & Melville, with the implication that the instability acting
in their experiments is very likely to be CLg.

Our study considers LC in water of both finite and infinite depth. We begin
in § 2 with an outline of Craik’s eigenvalue problem for CLg. The free-surface
boundary conditions are derived in § 3, followed by a description of the numerical
procedure employed (in § 4). Our primary velocity and wave fields are detailed in § 5.
Finally, our results are given in § 6, compared to experiment in § 7 and discussed in
§ 8.
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2. Formulation
Andrews & McIntyre’s GLM formulation is an exact theory of nonlinear waves

on a Lagrangian-mean flow, which preserves the inviscid conservative properties of
the E equation when the waves are rotational. To express ideas like steady mean
flow, an Eulerian description of the Lagrangian mean, with position x and time t as
independent variables, is employed. Hence the GLM description is really a hybrid
Eulerian–Lagrangian description of wave mean-flow interactions. In consequence
GLM and E may be used concurrently in an analysis which involves both averaged
and non-averaged quantities, subject to the caveat that the mapping between the
true Lagrangian and the reference GLM be smooth and invertible with a continuous
inverse (i.e. a diffeomorphism). The average may be temporal, spatial or ensemble as
befits the problem under consideration.

Craik (1982) and Phillips (1998) employed GLM and E equations to study a class
of unidirectional wavy shear flows which bifurcate to longitudinal vortex motions
via CLg. Herein the timescale over which the vortices evolve is long with respect to
the wave period, so appropriate averages for GLM are: a temporal average over the
wave period or a longitudinal spatial average over one wavelength. Craik restricted
attention to inviscid shear flow with imposed neutral waves, while Phillips allowed for
temporal viscous flow and growing waves. In their most general form, the disturbance
equations, in conjunction with an energy equation given by Phillips (2002), yield the
CLg equations.

2.1. Craik’s eigenvalue problem

Here we restrict attention to spanwise-independent neutral free-surface gravity waves
propagating along an O(1) parallel shear flow and, as noted in § 1, normalize with
respect to L and C. Then with space coordinates (x, y, z), unit vectors (i, j , k) and
with an Eulerian-mean velocity profile U (z) in [za, zb], our primary shear flow in a
reference frame that moves in the x-direction with the phase speed of the waves is
[Ū (z), 0, 0], where Ū = U (z) − 1. However to ensure the mapping to GLM remains
invertible we must exclude critical layers by requiring Ū �= 0. For clarity, upper-case
letters are used to denote primary flow quantities, which by design are devoid of
spanwise (y) dependence, with lower-case letters otherwise.

2.1.1. From GLM

Our expectation is that the wave/mean-flow interaction satisfies the Craik–Phillips–
Shen criterion and is thus susceptible to the CLg instability. So, in view of work by
Craik (1982) and Phillips (1998) who show that the cross-stream velocity perturbations
are a factor ε smaller than the streamwise component when the shear is O(1), we
envisage small spanwise-periodic perturbations with streamwise-averaged Eulerian
velocity components (ũ, ṽ, w̃) of the form

(ũ, ṽ, w̃) = ∆Re{eσ teily[û(z), −εiv̂(z), εŵ(z)]}, (2.1)

which, correct to O(ε2), satisfy continuity as lv̂ + ŵ′ = 0 (see McIntyre 1988). Here
∆ is a second small parameter that measures the strength of this motion relative to
the primary shear flow, while σ is the growth rate of the motion and l is its spanwise
wavenumber.

Commensurate with (2.1), wave modulation is necessarily largest in the streamwise
direction. So, because that modulation is reflected in the pseudomomentum p (an
averaged quadratic wave–wave nonlinearity) which is an O(ε2) quantity, streamwise
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distortion to it is O(ε2∆), so we expand its streamwise component p as

p = ε2P + ε2∆Re{eσ teily p̂(z)} + O(ε4, ε3∆, ε2∆2). (2.2)

Here P is the component which arises from the primary wave field, while Re{eily p̂}
is the spanwise-periodic perturbation arising from wave modulation.

Then substituting (2.1) and (2.2) into the GLM or CLg equations for an O(1) shear
flow and using continuity, yields at O(ε∆)

σ1û = −ŵŪ ′ and ŵ′′ + l2
[
P ′Ū ′

σ 2
1

− 1

]
ŵ = − l2Ū ′

σ1

p̂, (2.3a, b)

where Ū and l are specified, σ = εσ1 is unknown and a prime denotes d/dz.
In order to determine P and p̂, however, we require knowledge of the imposed

wave field, and for that we refer to E (see § 2.1.2). Craik (1982) and Phillips (1998)
give details for obtaining both P and p̂ in monochromatic wave fields, while Phillips
(2001a) gives details to determine P for discrete and continuous spectra of waves.

2.1.2. From E

Calculation of the averaged quadratic nonlinearity p̂ is in two parts: in the first
we forgo averaging and calculate modulation to the x-periodic wave field due to the
O(∆) streamwise velocity perturbation ũ; we then employ that information within
the construct of GLM. Further, because wave modulation is due primarily to ũ, we
consider only the linear theory of wave motion in the presence of our mean Eulerian
flow Ū + ũ. So, since the waves are O(ε) and distortion to them is O(ε∆), we assume
an x-periodic wave field ŭ of the form

ŭ = εRe{eiαx[Φ ′(z), 0, −iαΦ(z)]}

+ ε∆Re{eσ teiαx[u̧(z) cos ly, v̧(z) sin ly, w̧(z) cos ly]} + O(ε2, ε∆2). (2.4)

Since (2.4) is necessarily a solution to E we find, at O(ε), that Φ(z) and the streamwise
wavenumber α must together satisfy the Rayleigh equation,

Ū (Φ ′′ − α2Φ) − Ū ′′Φ = 0. (2.5)

It then follows, with information from GLM, that the primary pseudomomentum is
(Craik 1982)

P = − Ū

2

{∣∣∣∣
(

Φ

Ū

)′∣∣∣∣
2

+ α2

∣∣∣∣ΦŪ
∣∣∣∣
2
}

. (2.6)

The velocity components u̧, v̧ and w̧ on the other hand, derive from modification of
the O(ε) wave field by the O(∆) spanwise-periodic component ũ and satisfy continuity
through iαu̧ + lv̧ + w̧′ =0. But to evaluate them we need a counterpart to Φ and (2.5)

at O(ε∆). We thus introduce φ̂(z) = iα−1w̧(z) and employ continuity with E to obtain
the Rayleigh–Craik equation (Craik 1982),

Ū [φ̂′′ − (α2 + l2)φ̂] − Ū ′′φ̂ = −û[Φ ′′ − (α2 + l2)Φ] + û′′Φ. (2.7)

Finally, with information from GLM, and after considerable algebra, we obtain the
averaged quadratic nonlinearity p̂ as

p̂ = �(z)û(z) + �(z)û′(z) + Re{�(z)φ̂(z) + �(z)φ̂′(z)}, (2.8)
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where �, �, � and � are z-dependent functions which are independent of σ1:

�(z) =
|Φ ′|2

2Ū 2

α2 + 3l2

α2 + l2
+

|Φ|2

2Ū 2

(
α2 +

3Ū ′2

Ū 2

)
− Ū ′(|Φ|2)′

2Ū 3

2α2 + 3l2

α2 + l2
,

�(z) =
α2

2(α2 + l2)

(
|Φ|2

Ū 2

)′

,

�(z) = −α2Φ∗

Ū
+

α2Ū ′

Ū (α2 + l2)

(
Φ∗

Ū

)′

,

�(z) =
−α2

α2 + l2

(
Φ∗

Ū

)′

,

where * denotes complex conjugation.
Thus, given the primary Eulerian-mean shear flow Ū (z), the primary wave-field

eigenfunction Φ(z) and appropriate boundary conditions (see § 3), the eigenvalue
problem for σ1 is completely specified by the coupled system (2.3) and (2.7) together
with (2.6) and (2.8).

3. Free surface and other boundary conditions
Equations (2.3) and (2.7) each require boundary conditions at z = [za, zb]. Here

we identify z = zb = 0 with the mean free surface and locate za some distance
below it. Since one equation is averaged and the other not it is tempting to derive
these conditions independently from GLM and E. But doing so is unwise, because
nonlinearities resulting from the product of two variables harmonic in x can realize an
x-independent component that may be overlooked. Instead we invoke no average and
employ only E; we then allow the boundary conditions to split into x-independent
and x-dependent parts. Further, for reasons outlined below, it is prudent to carry out
the analysis using straightforward ε, ∆ and ε∆ scaling given in (3.1), reverting to the
more complicated CLg scaling (vis-à-vis (2.1)) at the end.

We thus begin by decomposing the Eulerian velocity u(x, y, z, t) as

u = U + ũ + ŭ = U(z) + εU1(x, z, t) + ∆u2(y, z, t) + ε∆u3(x, y, z, t) (3.1)

where, as in § 2.1, U =[U, 0, 0] is the imposed mean flow, ũ = ∆u2 is the velocity
perturbation due to the instability and ŭ = εU1 + ε∆u3 is the primary and modulated
wave field (cf. (2.4)). Note that although u2 may in general vary with x the variation
is probably on a scale long with respect to the wavelength of the waves and so we
assume, as in § 2, that it is x-independent.

Our presumption is that there is a depth at which the wave field and velocity
perturbations vanish, so we require that

U1 → 0, u1 → 0 and u3 → 0 as z → −∞. (3.2)

Boundary conditions at the free surface z = 0 were derived by PW, but they are
restricted by the requirement that l2 � α2, which necessitates that u2 = 0. Of course
u2 need not in general be zero, so we shall now derive conditions which reflect that.

Appropriate boundary conditions are (the kinematic condition) that the free surface
be a material surface of the fluid and (the dynamic condition) that there be continuity
of pressure ρC2p (where ρ is density) at the surface. But because our wave field is
rotational we cannot employ the Bernoulli form of E to derive the dynamic condition.
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Instead we must require, in the absence of surface tension and with the position of
the free surface given by z = η(x, y, t), that

D(z − η)

Dt
= 0 and

Du
Dt

= −∇p + kg on z = η, (3.3a, b)

noting that ∇p has no component lying along the free surface. Then ∇p is along the
vector ∇(z − η), so that

∇p =
∂p

∂z
∇(z − η) on z = η.

Taylor’s theorem may then be used to express ∇p on z = η in terms of variables on
z = 0.

Now the liquid surface is planar in the undisturbed state (so η = 0), the velocity
field is u = [U, 0, 0] and the pressure is specified by the hydrostatic law p = −gz, where
C2g/L is gravity. But when small, time-dependent three-dimensional perturbations
are present, the free surface moves to z = η, thereby introducing an excess pressure at
all z. In order to determine this pressure and ascertain boundary conditions at each
order, we first expand p and η in accord with (3.1), as

p = P0(z) + εP1(x, z, t) + ∆p2(y, z, t) + ε∆p3(x, y, z, t) + O(ε∆2) (3.4a)

and

η = N0 + εN1(x, t) + ∆η2(y, t) + ε∆η3(x, y, t) + O(ε2∆, ε∆2). (3.4b)

On substituting (3.1) and (3.4) into (3.3) our next task is to cast the expansion, at
each order, in a form commensurate with the eigenvalue problem in § 2; this requires
that each variable be written in separable form. The form for U1 and u3 follows
immediately from (2.4), albeit with x replaced by X = x − Ct/C, but at O(∆) we
assume

u2 = Re{eσ t [u(z) cos ly, v(z) sin ly, w(z) cos ly]} + O(ε2, ε∆2). (3.5)

Finally we write

N0 = Re{b0}, N1 = Re{b1e
iαX}, (3.6a, b)

η2 = Re{eσ tb2 cos ly} and η3 = Re{eσ tb3e
iαX cos ly}, (3.6c, d)

where bi (i = 0, 1, 2, 3) are constants.
Looking first at O(1), we find in accord with the non-perturbed state that P0 = −gz.

We further see with no loss of generality that we may set N0 = 0.
Turning now to O(ε) we see that the Rayleigh equation (2.5) follows from the x-

and z-E equations, while eliminating N1 from (3.3) yields the O(ε) free-surface
boundary condition

Ū 2Φ ′ − (Ū Ū ′ + g)Φ = 0 on z = 0, (3.7)

with b1 = −Φ(0)/Ū , while (3.2) requires at O(ε) that

Φ → 0 as z → −∞. (3.8)

Thus, given Ū and α, the velocity field αΦ(z) of the wave is specified by (2.5) subject
to (3.7) and (3.8).

Proceeding now to O(∆), we find on z = 0 that

σu + U ′w = 0 and σ 2w′ + l2gw = 0. (3.9)
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When written in terms of CLg scaling, however, where u = û, w= εŵ and σ = εσ1, we
see that (3.9) is actually an O(ε∆) boundary condition as

σ1û + U ′ŵ = 0 and σ 2
1 ŵ′ + l2gŵ = 0 (3.10a, b)

with b2 = ŵ(0)/σ1. Finally, since we solve for û (see § 4) and since (3.10a) concurs with
(2.3a), we may write (3.10) in terms of û as

gû +
ε2σ 2

1

l2

[
û′ − U ′′

U ′ û

]
= 0. (3.11)

Observe that (3.11) is a Cauchy boundary condition which reflects the fact that
perturbation stresses may occur at the free surface.

Continuing then at O(ε∆), we first employ continuity to eliminate u̧ and v̧ from the
x- and y-E equations. Then, since b1 and b2 are known and b3 is given by substituting
(3.6d) into (3.3a) we find after some algebra that our second O(ε∆) free-surface
boundary condition is

α2Ū

[
−Ū φ̂′ + U ′φ̂ + Φû′ +

(
ΦŪl2

U ′ − Φ ′
)

û

]
+ g(α2 + l2)

[
φ̂ − Φ

Ū
û

]

+ ε2σ 2
1

[
−φ̂′ +

U ′

Ū
φ̂ +

Φ

Ū
û′ +

(
(l2 − α2)

Φ

U ′ − Φ ′

Ū

)
û

]
− ε4σ 4

1

Φ

Ū 2U ′ û = 0. (3.12)

This boundary condition describes the level of wave distortion, or more precisely
modifications αφ̂ to the velocity field of the wave at the free surface z = 0 due to an
O(∆) axial velocity modification to the primary shear flow. We shall discuss (3.11)
and (3.12) further in § 3.1, but note here that the lead term of (3.12) recovers PW’s
counterpart boundary condition when û = 0.

Lastly at large depth, and for consistency with (3.2), we require

û → 0, φ̂ → 0 as z → −∞. (3.13a, b)

3.1. Range of validity of the boundary conditions on z = 0

Observe that although (3.11) is in general a Cauchy boundary condition, the second
term vanishes when σ1 =O(1) and ε2/l2 � 1, reducing (3.11) to the Dirichlet boundary
condition û= 0. However the second term cannot be ignored when ε2/l2 = O(1).

Equation (3.12) is also a Cauchy boundary condition. Indeed on writing (3.12) as

α2Ū

(
1 +

ε2σ 2
1

α2Ū 2

)[{(
1 − ε2σ 2

1

l2Ū 2

)
l2ΦŪ

U ′ − Φ ′
}

û + Φû′ − Ū φ̂′ + U ′φ̂

]

+ g(α2 + l2)

(
φ̂ − Φ

Ū
û

)
= 0, (3.14)

we see that the O(ε2) terms must likewise be retained when ε2/l2 = O(1) and/or
ε2/α2 = O(1), although the O(ε4) term is negligible provided ε4/(α2 + l2) � 1. In
consequence (3.11) and (3.12) are valid for ε2/l2 � O(1) and ε2/α2 � O(1).

Looking now at the large-wavenumber limits, we first consider α2 � l2. Here (3.14)
becomes

Ū

[{(
1 − ε2σ 2

1

l2Ū 2

)
l2ΦŪ

U ′ − Φ ′
}

û + Φû′ − Ū φ̂′ + U ′φ̂

]
+ g

(
φ̂ − Φ

Ū
û

)
∼ 0,

which is independent of α and is thus uniformly valid for all α2 � l2.
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On the other hand (3.14) becomes

α2Ū

(
1 +

ε2σ 2
1

α2Ū 2

)[
ΦŪ

U ′ l2û + Φû′ − Ū φ̂′ + U ′φ̂

]
+ gl2

(
φ̂ − Φ

Ū
û

)
∼ 0

when l2 � α2 and admits two distinguished limits: In the first l2û �= 0 when l2 � α2

leaving

α2Ū

(
1 +

ε2σ 2
1

α2Ū 2

)
ΦŪ

U ′ û + g

(
φ̂ − Φ

Ū
û

)
∼ 0, (3.15)

which is independent of l, indicating that (3.15) is uniformly valid for all l2 � α2.
Moreover because (3.11) necessitates that û ∼ 0 as l2 → ∞, we see that (3.15) likewise
necessitates φ̂ ∼ 0, in accord with PW’s rigid wall solution.

But if l2û ∼ 0 for some l2 � α2, we find

α2Ū

(
1 +

ε2σ 2
1

α2Ū 2

)[
−Ū φ̂′ + U ′φ̂

]
+ gl2φ̂ ∼ 0, (3.16)

which is not independent of l as l2 → ∞. This limit admits eigensolutions in which
σ1 increases with l for all l2 � α2, rendering the linear eigenvalue problem ill-posed.
Such behaviour is, of course, spurious and means that a correction term must enter
at high wavenumber. Since our primary interest lies in the range of l for which (3.14)
is valid, namely ε2/l2 � O(1) and ε2l2 � O(1), we shall not seek a correction to (3.14)
formally. Rather we observe that a high-wavenumber expansion in l probably results
in a correction to the φ̂′ term, possibly as φ̂′(1+ε2l2), so that the second distinguished
limit then becomes

ε2α2Ū

(
1 +

ε2σ 2
1

α2Ū 2

)
l2Ū φ̂′ − gl2

(
φ̂ − Φ

Ū
û

)
∼ 0, (3.17)

which is independent of l and thereby ensures that the linear eigenvalue problem
is well-posed. Finally, we shall see in § 6 that (3.16) and (3.15) respectively describe
upper- and lower-branch eigensolutions over some l2 � α2 and that the upper branch
is non-physical.

4. Numerical procedure
To recap, from E in the interior we have (2.7), subject to the boundary conditions

(3.13b) on z = za and (3.12) on z = zb. Accordingly, after rewriting (2.3), we have from
GLM in the interior that

û′′ + F û′ + Gû + σ −2
1 (Hû + I p̂) = 0 (4.1)

subject to the boundary conditions (3.13a) on z = za and (3.11) on z = zb. Here

F (z) = −2Ū ′′

Ū ′ , G(z) = 2

(
Ū ′′

Ū ′

)2

− Ū ′′′

Ū ′ − l2, H (z) = l2P ′Ū ′ and I (z) = −(lŪ ′)2.

We wish to solve for σ1 directly for specified α, l and ε, noting that because (4.1) is
real, the eigenvalues σ1 may be real, imaginary or complex-conjugate pairs. In view
of the complicated free-surface boundary conditions (3.11) and (3.12), we employ the
tau-method. Here the functions û and φ̂ are expanded as

ûN (z) =

N∑
i=1

biui(z) + b2N+1θ(z), φ̂N (z) =

N∑
i=1

bN+iφi(z) + b2N+2ϑ(z), (4.2)



224 W. R. C. Phillips

where ui and φi are linearly independent complete sets of basis functions and
θ and ϑ are arbitrary functions of z, while bi are constants chosen to satisfy
the differential equations (4.1) and (2.7), subject to the aforementioned boundary
conditions. Substituting (4.2) into (2.7), (4.1) and using (2.8), then yields residuals for
each equation; and requiring the residuals and each of the approximating functions
to be orthogonal (see PW) leads to 2N of the required 2N + 2 linear homogeneous
algebraic equations for bi . The remaining two equations arise from substitution into
the free-surface boundary conditions on z = zb, namely (3.12) and (3.13). In this
instance, however, we do not take an inner product, rather we simply require the
residual to be zero.

The ensuing 2N + 2 equations for bi can then be written in the form

L = σ −2
1 M, (4.3)

where L and M are composed of matrix blocks with entries given by the inner
products and residuals, for example

(L11)ij = 〈ui, (M + FD + G)uj 〉 and (M12)ij = 〈ui, IRe{(� + �D)φj }〉,

where D ≡ d/dz and M ≡ d2/dz2. Non-zero solutions to (4.3) exist only if the
determinant of the coefficients vanishes, i.e.

det
(
L − σ −2

1 M
)

= 0 (4.4)

and, because (4.4) is a 2N + 2-order polynomial equation, our expansion produces
the first 2N +2 among the infinite number of eigenvalues of the system (4.3). Usually
of interest for each pair (α, l; ε) is the eigenvalue σ1 with the largest real part and the
associated eigenfunctions û and φ̂.

In our study with water of finite depth z = za , we set zb = 0 and introduce the
mapping ζ ∗ = 1 − z/za to ensure [ζ ∗

a , ζ ∗
b ] = [0, 1]. Shifted Chebyshev polynomials were

used as basis functions. When considering flow in water of infinite depth, on the
other hand, we map from the semi-infinite (za, zb] = (−∞, 0] to the finite plane with
the mapping ζ =ez, so that again [ζa, ζb] = [0, 1]. However in order to ensure that
our perturbation quantities decay exponentially fast in z (as they must on physical
grounds, Phillips (1996)), we likewise replace our dependent variables as, for example,
û → eγ zû. Failure to satisfy this requirement can cause fallacious results owing to
spurious singular behaviour arising from the truncation of the basis functions at
finite N (Spalart, Moser & Rogers 1991). In this setting our operators become

D → D∞ ≡ ζ
d

dζ
+ γ and M → M∞ ≡ ζ

d

dζ

(
ζ

d

dζ

)
+ 2γ ζ

d

dζ
+ γ 2,

although we here follow Phillips (2001b, 2002) and set γ =1.
All computations were performed with double-precision arithmetic using Gaussian

quadrature to evaluate the inner products, with LaPak routines to solve the eigenvalue
problem. The accuracy provided by N = 30 was sufficiently accurate for most
calculations, although to ensure mode-independent behaviour, some runs were done
with successively higher N , to N > 100. An obvious test case was to repeat the
calculations (both cases) of PW (herein with a new code): in all cases our numerical
values closely recovered those of PW, although we note that the curves PW plot for
growth rate with distortion (in their figures 1 and 4) are in fact for the case � =� =0;
the actual curves, as α → 0, fall below those drawn.
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Figure 1. Eulerian mean velocity Ū as a function of depth z for β =0.1, 0.5, 0.9 and h =1.
Curves for negative β are obtained by adding 2 to their positive-β counterparts.

5. Primary velocity and wave fields
Following PW, we consider spanwise-independent O(ε) surface gravity waves in the

presence of a unidirectional shear layer whose velocity profile U (z) decreases with
depth from the mean free surface z = 0, such that

CŪ = C(βehz − 1) (h > 0) over − ∞ < z � 0. (5.1)

Then since β = U (0)/C, and C may be of either sign, we require β < 1 to avoid critical
layers; further, to conform with our scaling, we must limit β = O(1). Profiles of Ū for
several values of β are drawn in figure 1.

With Ū (z) known, we now return to the length scale L (used to render spatial
variables dimensionless) and define it as the e-folding depth of the shear layer. Then,
since hz = −1 and Lz = −L must occur concurrently in (5.1), we require h = 1.

Admissible primary wave fields follow from (5.1) and (2.5) subject to the boundary
conditions (3.7) and (3.8) which lead directly to (see PW)

αφ = γ ζ αF (a, b; c; ζ ) for ζ ∈ [0, β]. (5.2)

Here ζ = βez and F (a, b; c; ζ ) is the hypergeometric series (Abramowitz & Stegun
1964), in which

a = α +
(
α2 + 1

)1/2
, b = α −

(
α2 + 1

)1/2
and c = 1 + 2α.

Straightforward analysis then yields the product ū′P ′ (see PW); profiles of P for
several values of ±β are drawn in figure 2.

6. Langmuir circulations in water of finite and infinite depth
6.1. Background

We first revisit the problem considered by PW in which the wavy shear flow is
described by (5.1) and (5.2), and the depth is specified by the e-folding depth of the
shear. Unlike PW, however, who allowed anomalies in the mean flow and subsequent
modulation of the wave field in the interior only, we allow anomalies both in the
interior and at the free surface, but not at the base. To be specific, we place the mean
free surface at zb = 0 and the base at za = −1 with boundary conditions as specified in



226 W. R. C. Phillips

102

100

10–2

sg
n 

P

10–4

–5 –4 –3
z

–2 –1 0

β = 0.9

0.5

0.1

Figure 2. Primary pseudomomentum P as a function of depth z for α = 1 and ±β =
0.1, 0.5, 0.9 with h = 1. In each instance the lower curve is for negative β . Note that the sign of
P is determined by the sign of −Ū .
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Figure 3. Comparison of the real part of the maximum growth rate σ = εσ1 as a function of
l for ε = 0.1, α = 1, β =0.5 and za = −1: (a–c) with a free surface; (a) with (3.14) asymptotic
to the distinguished limit (3.15); (b) with (3.14) asymptotic to the distinguished limit (3.16); (c)
with (3.14) asymptotic to the regularized distinguished limit (3.17); (d) with rigid boundaries
(from Phillips & Wu 1994).

§ 3. Then because P is non-zero at za = −1 (see figure 2), the base is necessarily wavy.
The flow then models that in an open channel with a rigid wavy bottom, or in the
ocean mixed layer bounded from below by a wavy non-deformable pycnocline. PW
found that wave modulation acts to diminish the instability, at least for sufficiently
large l or sufficiently small α. They also found that the maximum growth rate is, in
each case, given by an eigenvalue that is purely real.

6.2. Results

Consider first the real part of the growth rate σ = εσ1 as a function of the spanwise
wavenumber l (figure 3) with, for comparison, PW’s result (with wave modulation)
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Figure 4. Trace of the preferred wavenumbers ls and lc against β for ε = 0.1, α = 1
and za = −1.

with rigid boundaries. Observe the presence of a narrow peak near l = lc ≈ 0.28. Here
the eigenvalues appear as complex-conjugate pairs suggesting that the LC are born in
an oscillatory convective mode. Further, since the band of instability exhibits a local
maximum at lc it is evident that lc is a preferred spacing. Instability resumes once
l > 0.5, also with complex eigenvalues. Rather than mimic its predecessor, however,
this branch undergoes a Hopf bifurcation at l = ls ≈ 0.58 to form upper (b, c) and
lower (a) eigenbranches on which the eigenvalues are purely real. The lower branch is
asymptotic to PW’s solution (d), while the upper branch is asymptotic to the respective
distinguished limits (3.16) (b) or (3.17) (c), the latter including a high-wavenumber
correction. The free-surface perturbations û and φ̂ together approach zero (as l → ∞)
on the lower branch (see § 3.1), but not on the upper, where φ̂ can remain non-zero
with û zero. Such behaviour is, of course, non-physical because û causes φ̂, and our
inclination is to discard the upper branch. That said, the linear eigenspectrum is
complete only with both branches and both must be retained as initial conditions
in the nonlinear problem. Growth along both branches is also likely when solving
the nonlinear problem, at least initially. Ultimately, however, nonlinearities typically
damp out growth from the high-growth (upper) non-physical branch (see e.g. Short
1997) causing the solution to lock onto the lower branch. Should this be the case here,
we are then left with two preferred spanwise wavenumbers, ls where LC is born in a
stationary bifurcation and lc, where LC originates in an oscillatory convective mode.

6.3. Preferred spacing and the role of α and β

We now question the affect of α and β on ls , lc noting that, in view of our
normalization, the streamwise wavenumber α is also a measure of whether the
surface waves are long or short with respect to the e-folding depth of the shear. Our
findings are plotted in figures 4, 5, 6 and 7. We begin by fixing α and varying β ,
noting that our eigenvalue problem was posed under the assumption that β =O(1),
subject to the caveat that β < 1. Observe that ls remains larger than lc (figure 4) and
that the the growth rate associated with ls is, at least for β < 0.9, significantly larger
than that for lc (figure 5). Thus ls is probably the more robust of the two spacings and
so we plot it as a function of α in figure 6. Here we see that ls increases significantly
with β and that, except for β = 0.9, diminishes with increasing α > 1. To gain further
insight into the behaviour with α, we plot in figure 7 growth rate against α at two



228 W. R. C. Phillips

10–1

10–2σ

10–3

β

0 0.5 1.0

ls

lc

Figure 5. Growth rate σ = εσ1 at the preferred wavenumbers ls and lc against β for ε = 0.1,
α = 1 and za = −1.
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Figure 6. Trace of the preferred wavenumbers ls of the instability as a function of α for
ε = 0.1 and β = 0.1, 0.5, 0.9 for za = −1.
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Figure 7. Growth rate σ = εσ1 against α for ε = 0.1 and β =0.5 when l = 0.55 and l = 1 with
za = −1.
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Figure 8. Perturbation eigenfunctions û and φ̂ at lc =0.28 and ls = 0.57 with ε = 0.1, α = 1,
β = 0.5 and za = −1.
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Figure 9. Perturbation eigenfunctions û at ls with ε =0.1, α = 1 and β = 0.5 for various
depths −za = 0.1, 1, 10, ∞.

values of l. Here we find that the upper and lower branches reconnect at about α =8
to depict a high-streamwise-wavenumber cutoff.

6.4. Eigenfunctions and the role of α and β

Eigenfunctions for û and φ̂ are drawn in figures 8, 9 and 10. Those shown are for
α = 1 and β = 0.5 but they are representative of a much broader range of α and β .
Observe in figure 8 that while the eigenfunctions for û and φ̂ are a maximum at the
free surface and decrease with depth at lc, that is not the case at ls where û is a
maximum below the surface. This feature is reflected at all depths as we see in figure 9,
whereas φ̂ is always a maximum at the free surface (ζ = 1), figure 10.

6.5. Langmuir circulation in water of various depths

We now vary the depth of the water from significantly less than the shear layer
e-folding depth, to vastly greater than it. Specifically, we set the mean free surface at
za = 0 and vary za from −za ∈ [0.1, ∞). The results are given in figures 9 to 13 and
figure 16, all of which include results for za = −1 as reference.

Looking first at the infinite depth result in figure 11, we see that the preferred
wavenumber ls increases almost monotonically with α, whereas it in shallow water it
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Figure 10. Perturbation eigenfunctions φ̂ at ls with ε = 0.1, α = 1 and β = 0.5 for various
depths −za = 0.1, 1, 10, ∞.
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Figure 11. Trace of the preferred wavenumber ls against α at various depths: −za =
0.1, 1, 10, ∞ for β = 0.5 and ε = 0.1. �, Data of Melville et al. (1998); +, data of Veron &
Melville (2001).

falls rapidly once α > 1. The ratio of α/ls is plotted against α in figure 12 and here
we observe only a minor variation with depth for α < 1. Plotted also are the data of
Melville et al. (1998) and Veron & Melville (2001) which we see concur well with the
calculations. However, since the data clump around α ≈ 0.7 on this plot we next plot
(figure 13) lc and ls against β (with α = 0.7) at various depths. Observe that the data
best concur with ls , the preferred spacing with the highest growth rate. Note also that
depth has little influence on ls , at least for β < 0.6. Finally, note that the preferred
mode lc occurs only for a small range of β near β ≈ 0.9 as za → ∞ and is thus absent
in figure 13.

6.6. The role of wave slope

Finally we turn to the role of wave slope ε. Wave slope is absent in the equations
of motion but features in the boundary conditions (3.11) and (3.12), ostensibly for
(ε/ l)2 = O(1). We see in figures 14 and 15 that both ls and σ increase with ε. We
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Figure 12. Streamwise wavenumber α normalized by the preferred wavenumber ls as a
function of α at various depths: za = −0.1, −1, −10 and z → −∞ for β = 0.5 and ε = 0.1.
�, Data of Melville et al. (1998); +, data of Veron & Melville (2001).
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Figure 13. Trace of the preferred wavenumbers ls and ls of the instability as a function of β
for ε = 0.1 and α = 0.7 for depths −za = 1, 10, ∞. �, Data of Melville et al. (1998); +, data of
Veron & Melville (2001).

further see in figure 16 that growth rate increases linearly (asymptotically) with ε,
as assumed in our scaling. The same figure also suggests that there is also a strong
depth dependence, with the highest growth rate occurring in shallow water.

7. Comparison with experiment
7.1. Data reduction

In order to compare our findings with the experimental data it is necessary to first
normalize them in the manner employed herein. So, since our spatial scales are
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Wind speed Time L α l β g Time L α l β g

(m s−1) (s) (cm) (s) (cm)

3.0 52 0.58 0.71 0.48 0.36 0.48 40 0.51 0.74 0.56 0.35 0.63
3.5 33 0.46 0.69 0.60 0.40 0.58
4.0 34 0.47 0.86 0.61 0.46 0.49 27 0.42 0.68 0.63 0.45 0.56
4.5 22 0.38 0.70 0.67 0.51 0.55
5.0 23 0.38 1.00 0.73 0.45 0.23 18 0.34 0.66 0.68 0.56 0.51
5.5 16 0.32 0.70 0.71 0.61 0.51
6.0 13 0.29 0.76 0.68 0.68 0.50

Table 1. Values of the e-folding depth L (see § 5.2), the wavenumbers α and l, the shear ratio
β and a gravitational measure g for Melville et al.’s (1998) data (left) and Veron & Melville’s
(2001) data (right).

normalized by the depth at which the velocity falls to e−1 of its surface value, we
seek a representative value of L for each wind speed used in Melville et al.’s (1998)
and Veron & Melville’s (2001) experiments. This we obtain from the similarity
solution given by Melville et al., which is seen to be a good approximation to the
data (see their figure 13a). In particular, since the similarity solution suggests that
the e-folding depth occurs near z∗/(2(νt∗)1/2) ≈ −0.4, we set L = 0.8(νt∗)1/2 and use it
with ν =1.0×10−6 m s−1 to determine values of α, l and β , which are given in table 1.

7.2. Primary flow

Accordingly, before comparing our instability results with their experimental
counterparts, it is necessary to ensure that our primary flow credibly reflects that
in the experiment; for this we employ the gravitational measure g. Bear in mind that
we do not specify g directly; rather we specify β (which defines Ū through (5.1)) and α

(which defines Φ through (2.5)), which together define g through the O(ε) free-surface
boundary condition (3.7). In the simplest case we could plot g as a function of β for
various values of α, but g is unbounded in α and we prefer a dependent variable
composed of g and α that is bounded. To proceed therefore we note, from (2.5) and
(3.7), that g varies from α when β = 0 to zero when β =1, the former case depicting
linear waves in deep water (in the absence of capillary effects and shear), as it must
since g= gL/C2 (see § 3). So to ensure boundedness we introduce the dependent
variable g/α, and plot it, in figure 17, as a function of β for various α in the range
considered in § 6. Observe that g/α diminishes monotonically with increasing β and
that its sensitivity to α diminishes with increasing α. Note too that g/α is essentially
a Froude number based upon wave speed C and dimensional wavenumber α/L.

Plotted also on figure 17 are Melville et al.’s (1998) and Veron & Melville’s (2001)
experimental results listed in table 1. Veron & Melville’s data, whose average α is
about 0.7, also diminish with β , but lie above our curve for α = 0.7; in fact they
lie close to our curve for α = 0.1. Melville et al.’s data, on the other hand, at least
two of their three points, are numerically closer to our results. Of course we do not
expect a one-to-one correspondence here; all we require is that Froude numbers for
the theory and data be subcritical and within an order of magnitude of each other,
and thankfully that is the case. In short our primary flow does credibly reflect that in
the experiment and so it is meaningful to compare our instability results with those
observed experimentally.
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Figure 17. Plot of g/α against β for various values of α. + Data of Melville et al. (1998);
� data of Veron & Melville (2001).

7.3. Secondary flow

Melville et al.’s and Veron & Melville’s data are plotted in figures 11, 12 and 13. The
first two figures show preferred spanwise wavenumber ls against α at various depths,
while β is varied with α fixed in figure 13. In each instance the data are remarkably
close to our calculation for the fastest growing preferred spacing ls . The same is true
in figure 12, where we plot α/ls , a ratio easily determined from observations, against
α. In consequence, we conclude that the instability exciting LC in the experiment is
very likely to be CLg.

8. Discussion
Our study of the CLg instability in strong wavy shear with a free surface indicates

that wave modulation due to current anomalies acts in concert with the free surface
to set the cross-wind spacing both for the anomalies and for the Langmuir circulation.
The process is inviscid and the instability is in accord with the Craik–Phillips–Shen
criterion, although unlike the rigid wall case, where wave modulation acts to diminish
the instability, it here enhances it, at least for some spanwise wavenumbers. Features
of particular interest are that, while preferred spacing is only weakly dependent upon
the depth of the water for α < 1 (figure 11) it is dependent on the level of shear (figure
5). Moreover, while the LC is single layered in deep and shallow water (figure 9), the
maximum streamwise velocity anomaly is not always at the free surface (figures 8
and 9). Wave distortion, on the other hand, is always a maximum at the free surface
(figure 10).

Comparison with the experimental data of Melville et al. (1998) and Veron &
Melville (2001), shows that our preferred cross-wind spacings occurring in a stationary
bifurcation concur well with their observations, and it appears highly likely that the
instability mechanism exciting Langmuir circulations in their experiments is CLg.
This means that the CLg instability is physically realizable not only in the presence
of rigid wavy walls (Phillips et al. 1996), but also beneath deformable surface gravity
waves.

Of particular interest, of course, is whether CL2, which is a degenerate case of CLg
in O(ε2) shear, is by default also physically realizable. Certainly differential drift is
key in each case, but whereas a free surface here acts in concert with wave modulation
to set the cross-wind spacing, there is no such counterpart in CL2. Indeed the free
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surface is rigid in CL2 and the fastest growing mode given by inviscid linear stability
analysis occurs when l → ∞ (Leibovich 1977). In contrast ocean LC would appear to
have a preferred spacing (see for example figure 7 in Smith 1992) and it is prudent to
question whether it too is set by wave modulation, at least partially.

In considering the notion we should bear in mind that the term which reflects
wave modulation (the right-hand side of (2.3b)) is premultiplied by εs in CLg (see
equation (4.1b) in Phillips 1998). We further note that the level of shear associated
with the dominant-slope waves in the open ocean is O(ε2), for which s = 2. Thus,
either wave modulation is negligible as assumed in CL2, or the scaling employed
in constructing the CLg equations is inappropriate for levels of shear s > 0. On
the other hand LC are known to form in a variety of levels of shear in the open
ocean (Melville et al.), which brings to mind a scenario put forward by Phillips et al.
(1999) and reinforced by Phillips (2001b). Specifically that ocean LC originates in the
strong shear (s = 0) regime and then grow in scale (spanwise) as they cascade through
medium (s = 1) to ultimately weak shear, only to be sustained by the dominant-slope
waves.

If we take this notion further, an immediate question is whether the ratio of the
streamwise to spanwise wavelengths at which LC first form (in O(1) shear) is robust
to subsequent diminution in shear, and the answer would appear to be yes. Consider,
for example, Smith’s ocean observations where, over a three hour time frame, α/ls
increases (see his figure 7) from approximately 0.4 to 2.5, values that are well within
the range depicted in figure 12 for values of α ∈ (0.1, 2). Since the dominant-slope
waves have a wavelength of about 25 m, then L ≈ 25α/2π ≈ 4α m and we can use
our results to estimate e-folding depths in the ocean. Indeed, our za = −1 curve
suggests L ∈ (0.4 m, 6 m), while our za = −10 curve suggests L ∈ (0.4 m, 7 m) and our
infinite depth curve suggests L ∈ (0.4 m, 8 m). The results are striking, first because
we expect L to be less than the mixed layer depth and it is, as is evident from
plate 4 in Smith (1992). Here we see that the mixed layer depth increases, after the
onset of LC, from about 10 m to 20 m. Second, L should not be at odds with
estimates given by 0.8(νT t∗)1/2, where νT is now an eddy viscosity and t∗ is the time
after a marked increase in wind velocity. Indeed, using the value νT = 0.025 m2 s−1

employed by Phillips’ (2001b) in another comparison with Smith’s observations, we
find a characteristic depth of 4 m after fifteen minutes (the t∗ at which LC were first
observed), 8 m after one hour and 13 m after three hours.
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